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Abstract

Electricity consumption in campus environments varies based on building functions, occupancy
patterns, and time-of-day usage. Understanding these variations is essential for efficient energy
management. Uncontrolled electricity use often results in high operational costs, highlighting the need for
accurate methods to uncover consumption patterns. This study analyzes electricity consumption data from
multiple campus buildings at a polytechnic in Jakarta during 2023 and 2024. Each dataset consists of six
columns and 365 rows in a year. Since the data is unlabeled, three clustering algorithms: K-Means,
Hierarchical Clustering, and DBSCAN are applied to identify usage patterns across campus areas. Pre-
processing included imputation and normalization, followed by clustering. Cluster quality was evaluated
using the Silhouette Score. A key novelty of this study is the year-to-year comparative analysis, showing that
clustering performance can vary significantly depending on data structure and noise. The 2023 dataset
(dataset 1) achieved the highest Silhouette Score of 0.48 using DBSCAN, while the 2024 dataset (dataset 2)
produced the best result with Hierarchical Clustering at 0.53. These results emphasize the importance of
selecting clustering methods based on data characteristics and temporal context. The findings contribute to
developing adaptive, data-driven strategies for managing energy use in non-residential settings, particularly
in educational institutions like campuses.

Keywords- electricity consumption, campus area, clustering algorithm, machine learning

1. INTRODUCTION array of electrical appliances and technologies,

it is essential to analyze overall electricity usage
Understanding electricity usage patterns is  data to identify patterns and trends. The
crucial for optimizing energy consumption and  application of machine learning techniques,
implementing effective energy management  particularly clustering algorithms, provides a
strategies in non-residential settings, such as  valuable approach to examining this aggregated
campus area. Identifying distinct usage patterns  data. Clustering groups similar consumption
can lead to better energy-saving initiatives and  profiles, allowing for the identification of
inform policy decisions aimed at reducing  distinct usage behaviors across the campus. This
overall consumption in these areas [l1].  comprehensive  understanding  facilitates
Recognizing these patterns not only enhances  targeted interventions and informed decision-
operational efficiency but also supports making regarding energy distribution and
sustainability efforts by minimizing energy  conservation strategies for the entire campus
waste and promoting responsible consumption  environment [1], [2], [3].
practices [1].

Beyond analysis, clustering algorithms also play
The increasing emphasis on energy efficiency  a pivotal role in predictive modeling to enhance
and sustainability has led researchers and  energy management strategies. Techniques such
practitioners to explore innovative solutions for ~ as agglomerative hierarchical clustering allow
managing electricity consumption across  stakeholders to not only categorize current
campus areas. As campuses rely on a diverse  usage patterns but also forecast future trends

based on historical data. For instance, a study
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analyzed electricity consumption across various
campus buildings, employing K-Means
clustering to group buildings based on daily
power usage [4]. The study developed a
combined forecasting model that outperformed
traditional methods like LSTM and SVR,
enabling more accurate short-term predictions
of electricity consumption. This approach
facilitated tailored energy-saving strategies and
informed demand-side management initiatives.
As organizations increasingly adopt machine
learning techniques for energy management, the
potential for enhanced analysis of electricity
usage patterns becomes evident. By utilizing
advanced clustering algorithms, businesses can
effectively categorize and analyze historical
energy consumption data, allowing for the
identification of distinct usage patterns across
various non-residential sectors. For example, K-
means clustering and agglomerative hierarchical
clustering can reveal nuanced consumption

behaviors that inform tailored energy
management strategies [5].
Several related studies have implemented

clustering algorithms to analyze electricity
consumption. In 2022, a study on electricity
pattern analysis by clustering domestic load
profiles using the discrete wavelet transform.
This study utilized the Manhattan dataset,
implementing  agglomerative  hierarchical
clustering. It also implemented cluster validity
indices (CV). The result was evaluated using
three evaluation methods, including the
silhouette coefficient and the Calinski-Harabasz
index. The result indicated that the clustering
algorithms, when combined with discrete
wavelet  transform, improved clustering
performance [6]. Another related study is about
the K-means clustering of electricity consumers
using time-domain features from smart meters.
The data used in this study were collected from
energy consumption data of 5,667 London
households that participated in the UK power
networks. The algorithm used the K-means
clustering algorithm. The result of the algorithm
helps the power supplier identify consumption
behaviors based on the extracted temporal
features [7].

A study on electricity consumption patterns
using SOM-based two-level -clustering of
residential households, proposed by Chavda et
al. This study utilized electric power

consumption measurements from 6,445
households. This study implemented several
clustering algorithms, including K-means,
Gaussian Mixture clustering, MiniBatch,
KMeans, Agglomerative clustering, and
Spectral clustering, on the D-EC data of
electrical usage. The study identified four
distinct clusters of electricity consumption

patterns  among  residential  households,
categorizing consumers into Low Usage
Consumers, Moderate Usage Consumers,
Elevated Usage Consumers, and Extravagant
Usage Consumers based on their daily

consumption ranges [8]. Another related study
on the clustering analysis of electricity behavior
was proposed by Liu et al. The dataset used in
this study was collected from industry electricity
usage measurements. This study employed three
algorithms, including K-means, fuzzy, and
neural network clustering. Lastly, this study
classifies them based on their -electricity
consumption behavior by analyzing load curves

[9].

From all previous studies, the application of
clustering algorithms in analyzing electricity
usage patterns is pivotal for deriving meaningful
insights that can inform energy management
strategies. The right clustering technique can
significantly enhance the analysis, enabling
stakeholders to identify and understand distinct
consumption behaviors effectively. This paper
aims to compare three prominent clustering
algorithms: K-means, hierarchical clustering,
and DBSCAN (Density-Based  Spatial
Clustering of Applications with Noise). Each of
these methods offers unique advantages and
may Yyield varying results depending on the
nature of the electricity usage data.

K-means clustering is renowned for its
efficiency in handling large datasets and its
ability to quickly converge to a solution, making
it a popular choice for initial explorations of
energy consumption patterns [10]. Hierarchical
clustering, on the other hand, provides a more
granular view by constructing a dendrogram that
illustrates the relationships among different
consumption profiles, thus allowing for a deeper
understanding of the data's structure [11].
DBSCAN stands out by effectively identifying
clusters of varying densities, which can be
particularly beneficial in distinguishing between
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normal consumption behaviors and outliers,
thereby facilitating targeted interventions [12].

By systematically comparing these three
clustering algorithms, this study seeks to
determine which method yields the most
accurate and actionable insights for optimizing
energy consumption in non-residential settings.
The findings could contribute to the growing
body of literature on energy management and
sustainability, highlighting the critical role of
advanced data analysis techniques in driving
effective energy policies and practices [13],
[14].

The novelty of this study lies in its comparative
evaluation of clustering performance across two
different annual datasets, 2023 and 2024,
collected from the same campus environment.
Unlike previous research that typically focuses
on single-year or static datasets, this approach
reveals how the effectiveness of clustering
algorithms may vary over time due to evolving
consumption behaviors, noise patterns, or
operational changes. By highlighting the impact
of temporal dynamics on clustering outcomes,
this research provides deeper insight into the
adaptability of machine learning methods in
real-world applications. Ultimately, the insights
gained from this comparative analysis empower
organizations to make informed decisions that
align with their sustainability goals while
enhancing overall operational efficiency.

2. METHODOLOGY

The methodology of this study consists of
several steps designed to analyze electricity
consumption patterns on campus. An overview
of the methodology is presented in Figure 1
below.

Interpretation of
Result

, l

Data Preprocessing

Data Collection

Conclusion Drawing

A 4

Application of
Clustering
Algorithm

Figure 1. Methodology for this Study

Based on Figure 1, the methodological steps can
be described as follows:

2.1. Data Collection

The first step in the methodology involves a
thorough data collection process, which is
critical for ensuring the accuracy and reliability
of the analysis. This process begins with the
extraction of information from smart meters
installed across various locations on the campus.
Smart meters are advanced devices that provide
real-time monitoring of electricity usage,
allowing for precise tracking of energy
consumption at different times of the day and
under varying operational conditions.

The timeframe for data collection spans the
years 2023 (Dataset 1) and 2024 (Dataset 2),
which is strategically chosen to encompass both
seasonal variations and potential changes in
energy consumption behaviors due to evolving
campus activities or policies. By collecting data
over this extended period, the study aims to
identify trends and patterns that may not be
apparent from a shorter timeframe.

To ensure the dataset's integrity, particular
attention is given to the accuracy of the data
collected. This includes verifying the calibration
of smart meters to prevent discrepancies that
could arise from faulty devices. Additionally,
the data collection process is designed to capture
a wide range of variables, such as peak usage
times, and overall consumption levels. This
comprehensive dataset serves as the foundation
for subsequent analyses, enabling researchers to
delve into the intricacies of electricity
consumption patterns [7], [15].

2.2. Data Preprocessing

The next step is data preprocessing, it is a step
in analyzing electricity consumption patterns,
ensuring the integrity and reliability of the
dataset prior to applying clustering algorithms.
This phase begins with data cleaning, where
outliers or erroneous entries are removed to
enhance the dataset's quality, as these anomalies
can skew analysis results [7]. Following this,
handling missing values is essential, methods
such as interpolation or removal of incomplete
entries are employed to maintain robustness [16]
[17][18].
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The normalization process further standardizes
the dataset, ensuring all features contribute
equally to the clustering process. Techniques
like Min-Max scaling or Z-score normalization
adjust the data to a common scale, which is vital
for accurately identifying distinct usage
behaviors across various campus facilities [7].
The culmination of these preprocessing steps
results in a clean, complete, and normalized
dataset that serves as the foundation for
subsequent analyses, enhancing the accuracy of
the analysis and laying the groundwork for
informed decision-making regarding energy
management strategies and sustainability
initiatives. The formula of the standard scaler is
formulated in Formula 1.

(1)

In Formula (1), the z score represents the
standardized values, x represents the real values,
u represents the meaning of the feature, and o
represents the standard deviation of the dataset.
The transformation ensures that the standardized
data has a mean of zero and a standard deviation
of one. Standardization is crucial in clustering
process, as it prevents features with larger
numerical ranges from dominating the
clustering process.

2.3. Application of Clustering Algorithm

The application of clustering algorithms is a
pivotal step in analyzing electricity consumption
patterns on campus, as it allows researchers to
uncover distinct usage behaviors that can inform
energy management strategies. In this study,
three prominent clustering techniques: K-
means, hierarchical clustering, and DBSCAN
are implemented on the cleaned and normalized
dataset derived from smart meters and energy
monitoring systems. K-means clustering is
particularly favored for its efficiency in
handling large datasets, quickly converging to a
solution that categorizes consumption profiles
based on proximity to cluster centroids [10] [19]
[20]. This method is adept at identifying general
patterns in energy usage, making it a popular
choice for initial explorations of consumption
data [14]. The advancement of this algorithm
can be easily computationally efficient,
requiring minimal parameter tuning, is well-
suited for large-scale datasets, etc [21].

The formula (2) represents the objective
function of the K-Means clustering algorithm,
which is commonly used to measure the total
intra-cluster distance:

]=i2|lx—uillz

i=1 x€C;

)

J is the total cost or loss function that the
algorithm tries to minimize; k is the number of
clusters; Ci is the i-th cluster; x represents a data
point belonging to cluster Ci; pi is the centroid
of cluster Ci; while |[x—pill represents the
Euclidean distance between the data point x and
the cluster centroid pi.Hierarchical clustering is
one of the unsupervised learning method used to
group data based on the similarity constructs a
dendrogram  that provides a  visual
representation of the relationships among
different consumption profiles, allowing for a
more nuanced understanding of the data's
structure [6]. The clustering process relies on
distance metric such as Euclidean or Manhattan
distance [22]. However, this algorithm sensitive
to outlier that can reduce the performance of the
algorithm [22].This technique is beneficial for
identifying subgroups within the dataset that
may exhibit similar consumption behaviors,
thereby facilitating targeted interventions [22].

DBSCAN (Density-Based Spatial Clustering of
Applications with Noise) is also an dendogram
clustering algorithm that creates a group of data
points. It distinguishes itself by effectively
identifying clusters of varying densities, which
can be particularly advantageous in
distinguishing between normal consumption
behaviors and outliers [23]. This capability
enables stakeholders to focus on specific energy
usage patterns that may require immediate
attention or intervention [24].

The formula (3) represents the e-neighborhood
of a point x in the context of DBSCAN:
N(x)={yeDllx—-yll <& (3
N.(x) is the e-neighborhood of point x, i.e., the
set of all points y in the dataset D whose distance
from x is less than or equal to €. By applying
these three clustering algorithms to the dataset,
researchers can conduct a comparative analysis
to evaluate the effectiveness of each method in
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revealing meaningful patterns in electricity
consumption. The insights gained from this
analysis not only enhance understanding of
energy usage across campus facilities but also
support the development of tailored energy
management  strategies that align with
sustainability goals. Ultimately, the application
of these advanced clustering techniques serves
to empower organizations in making informed
decisions that optimize energy consumption and
promote responsible usage practices [6].

2.4. Interpretation of Result

After applying K-means, hierarchical clustering,
and DBSCAN to the cleaned and normalized
dataset, the next step involves a thorough
examination of the clusters formed by these
algorithms. Each clustering technique reveals
distinct electricity usage patterns that can be
indicative of various consumption behaviors
across different campus facilities. For instance,
K-means clustering may highlight general
trends 1in energy usage, such as peak
consumption periods during weekdays when
classes are in session, whereas hierarchical
clustering can provide a more detailed view,
illustrating relationships among closely related
consumption profiles through a dendrogram
[25]. This wvisual representation aids in
identifying subgroups within the dataset that
may demonstrate  similar  consumption
behaviors, allowing stakeholders to tailor
energy management strategies accordingly.
Meanwhile, DBSCAN’s ability to discern
clusters of varying densities can effectively
pinpoint outliers and abnormal consumption
events that might warrant immediate attention,
such as sudden spikes in energy usage that could
signal equipment malfunctions or inefficiencies
[26].

This comprehensive analysis provides valuable
insights that can inform targeted interventions
and energy-saving initiatives, ultimately
enhance operational efficiency and align with
broader sustainability goals. All the models are
evaluated using the Silhouette Score. The
Silhouette Score is a metric used to evaluate
how well the algorithm clusters the data points.
It measures the similarity between the data
points in each cluster with the range -1 to 1 [27]
[28]. Moreover, the high silhouette score
indicates that the data points are similar to their

cluster, while the low score indicates a low
performance of the clustering algorithm [29].

2.5. Comparative Analysis

In this phase, we conduct a comparative analysis
of the clustering results to evaluate the
effectiveness of each algorithm in revealing
meaningful patterns [30]. The comparison
involves assessing each algorithm based on
various evaluation metrics such as silhouette
score. This metric provides quantitative insights
into the quality of clustering results. In addition,
the interpretability and practical implications of
the resulting clusters are considered to
determine which algorithm best uncovers
meaningful consumption patterns. Through this
comparative process, the strengths and
limitations of different algorithms such as K-
Means, DBSCAN, and Hierarchical Clustering
can be systematically identified. The insights
derived are essential in promoting decision-
making processes that are informed by empirical
data, especially in the development of
customized interventions focused on specific
user demographics or periods of heightened
consumption.

2.6. Conclusion Drawing

After the model development process, the result
will be visualized with a visualization diagram.
This visualization can be analyzed to indicate
the performance algorithm with the value of the
Silhouette Score. It is essential to highlight the
most effective clustering method for optimizing
energy management strategies and informing
future sustainability initiatives on campus [20].
This final phase focuses on drawing informed
conclusions that summarize the findings and
provide strategic recommendations.

3. RESULT AND DISCUSSIONS

3.1. Data Pre-processing

Data pre-processing is a crucial step in ensuring
that the dataset is clean, consistent, and suitable
for applying algorithms to cluster. In this study,
two electricity consumption datasets were used:
the 2023 dataset, which consists of 365 rows and
6 columns, and the 2024 dataset, which consists
of 366 rows and 6 columns due to the leap year.
These datasets contain daily electricity usage
values collected from various buildings within
the campus environment. Before applying any
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machine learning algorithms, especially
clustering methods, it is essential to address the
presence of missing values, which could
otherwise distort analytical outcomes.

Rather than deleting the rows or columns with
missing entries, which could result in a loss of
significant patterns or introducing bias, this
study adopts a more robust approach by
inputting missing values using the meaning of
each feature [21]. This technique maintains the
integrity and completeness of the dataset,
ensuring that the patterns and relationships
between data points remain intact for accurate
clustering.

This approach helps maintain the consistency
and completeness of the data, which is crucial
for the performance of clustering algorithms.
After addressing the missing wvalues, the
standard scaler is applied to normalize the
dataset. This normalization step is necessary
because clustering algorithms, such as K-means
and DBSCAN, rely on distance-based
calculation and can be significantly affected by
features with different scales [23].

Beyond ensuring data consistency, these pre-
processing steps has important role in handling
the inherent variability and potential noice in
electricity consumption data. For instance,
fluctuations caused by irregular bulding usage
or external environmental condition can create
outliers that, if left unstandardized, may
dominate cluserting results. By normalizing the
data, the clustering process can better reflect the
true distribution of consumption accors
buildings, rather than beimg skewed by extreme
values.

3.2. The Clustering Algorithms Result

In this research, we implement three clustering
algorithms, such as K-means, Hierarchical and
DBSCAN algorithm for the two datasets. For
the K-means algorithm, it is necessary to
determine the optimal value of &. The value of
k is identified using elbow method, which
results in the same & value of 2 for both datasets.
This algorithm clusters the data into two groups
of low consumption and high consumption. The
result is presented in Figure 2 and Figure 3.

K-Means Clustering of Electricity Consumption Data
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Figure 2. K-means Clustering of Low and High
Electricity Consumption in 2023
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Figure 3. K-means Clustering of Low and High
Electricity Consumption in 2024

Figure 2 and Figure 3 present the result of the K-
Means clustering applied to the electricity 2023
and 2024 consumption dataset, respectively.
The first plot shows the clustering result for
2023 dataset, where the cluster appear less
compact and are influenced by a number of
outliers with low direct consumption values. In
contrast, the second plot illustrates the clustering
result for 2024 dataset, which appears more
consistent data in the 2024 dataset, which shows
more structured and shows better separation
between clusters.
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DBSCAN Clustering of Electricity Consumption Data

3000 A

2500 -

2000 -

1500 A

Total Consumption [kwWh]

1000 A

40 60 100

Direct Consumption [kWh]

Figure 4. DBSCAN Clustering of Low and
High Electricity Consumption in 2023
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Figure 5. DBSCAN Clustering of Low and
High Electricity Consumption in 2024
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For the DBSCAN algorithm has different
performance for the two datasets. In 2024
electricity dataset, the algorithm can cluster the
data into two clusters and 17 noise points
presented in Figure 4. This figure illustrates a
high direct consumption and relatively low total
consumption. The outliers are spread cross
lower-density area, suggesting irregular or
anomalous consumption patterns. From this
result shows the algorithm can captures the
structure of the data without assuming
predefined cluster shapes, and its ability to
detect noise points highlights its strength in
identifying a typical behaviour in electricity
usage.

For the second dataset, this algorithm can cluster
the data into three clusters and 11 noise points
illustrated in Figure 5. These algorithm shows a
very low direct consumption but high total
consumption, possibly due to indirect usage or

data anomalies. There is a small cluster that
indicate the moderate usage behaviour. This also
demonstrated DBSCAN’S  advanced in
identifying cluster anomalies without assuming
any specific cluster shape. This outcome
corroborates the findings of the research by Jain
et al. [23], who highlighted DBSCAN in
identifying both global and local anomalies.

Dendrogram for Hierarchical Clustering
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Figure 6. Dendogram for Hierarchical
Clustering Electricity Consumption in 2023
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Figure 7. Dendogram for Hierarchical
Clustering Electricity Consumption in 2024

The first dendrogram presented in Figure 6
illustrates the outcome of hierarchical clustering
utilizing an agglomerative approach, in which
data point initially represent individual cluster
and is subsequently merged based on a measure
similarity. The wvertical lines denoted the
merging of clusters, and the height at which
these merges occur reflects the degree of
dissimilarity between the clusters. A substantial
increase in linkage distance is observed the
range of approximately 15 to 20, indicating a cut
this level result in three primary clusters.

In contrast, the 2023 electricity dataset exhibits
a more compact hierarchical structure,
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characterized by most cluster merges occurring
at relatively low dissimilarity values. The
branches are more uniformly distributed, and the
separations between clusters are less
pronounced. A notable division emerges only at
the uppermost level of the dendrogram, where
two large clusters are joined at a distance
slightly above 20, as presented in Figure 7.
Applying a cut at this level would result in three
clusters. However, the internal composition of
these clusters suggests a higher degree of
similarity among them when compared to those
in the first dendrogram. This indicates that the
dataset demonstrates lower inter-cluster
variance and reflects a more homogeneous
distribution overall. All the results indicate that
each dataset has its best-performing algorithm.

As shown in Table 1, the performance of
clustering algorithms varies across the two
datasets. The highest Silhouette Score is
achieved by the Hierarchical Clustering
algorithm on Dataset 2. This performance
indicates that the algorithm was able to cluster
the dataset more effectively. Conversely, the
lowest performance is also observed from the
same algorithm on Dataset 1, with a Silhouette
Score of 0.38. It is also worth noting the
fluctuation in the performance of Hierarchical
Clustering across datasets. While it yielded the
best result in Dataset 2, it performed the worst
in Dataset 1. This observation highlights the
sensitivity of clustering algorithms to the
underlying characteristics of the data. The 2023
dataset may contain more noise or irregularities,
making it less suitable for Hierarchical
Clustering.

Dataset 2, the best performing algorithm is K-
Means, which achieved a silhouette score of
0.44. This indicates that the algorithm was able
to generate relatively compact and well
separated clusters within the dataset. In contrast,
for Dataset 1, the best performing algorithm is
DBSCAN, suggesting that is more effective
under conditions where outliers are present, as
illustrated in Figure 4. This finding aligns with
previous research, which has emphasized
DBSCAN’s strength in detecting anomalies
within electricity consumption data [24].

Overall, these findings emphasize that no single
clustering algorithm performs best under all
conditions. DBSCAN offers greater flexibility

and robustness in identifying irregular
consumption behavior and outliers, making it
suitable for datasets with anomalies[23] . In
contrast, K-Means and Hierarchical Clustering
tend to perform well when the data exhibits
more clearly defined patterns and compact
clusters. Therefore, the choice of clustering
algorithm should be guided by the specific
properties of the dataset, such as distribution,
density, and noise level. The table (table
number) has a similar evaluation result of the
silhouette score, which is 0.53. This result
indicates the ability of DBSCAN that does not
depend on the cluster center. The performance
of all algorithms presented in Table 1.

Table 1. The Clustering Algorithms

Performance
Data Method SCORE

Dataset 1 K-Means 0.40
DBSCAN 0.48

Hierarchical 0.38

Dataset 2 K-Means 0.44
DBSCAN 0.41

Hierarchical 0.53

4. CONCLUSION

In this research, we evaluated the effectiveness
of three clustering algorithms, i.e., the K-means
algorithm, the DBSCAN algorithm, and the
Hierarchical algorithm, with electrify usage
from Astra Polytechnic in the years 2023 and
2024. The model was evaluated using the
Silhouette Score, a widely accepted internal
validation metric. The Silhouette Score
measures the degree of similarity between an
individual data point and its cluster relative to
other clusters. The score ranges from -1 to 1,
where a higher value indicates that the data
points are well clustered, with clear separation
between the clusters.

In dataset 1, the best evaluation score was
achieved by the DBSCAN algorithm with the
value of silhouette score of 0.48. While dataset
2, the best performing algorithm, is achieved by
a Hierarchical clustering algorithm with the
value of F1-score is 0.53. Therefore, the dataset
has its optimal performance clustering
algorithm. This suggests that the choice of
clustering algorithm should be carefully adapted
to the nature of the dataset, particularly
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considering factors such as noise, distribution
patterns, and the presence of outliers.
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